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The right inferior frontal cortex (rIFC) is important for stopping responses. Recent research shows that it is also activated when response
emission is slowed down when stopping is anticipated. This suggests that rIFC also functions as a goal-driven brake. Here, we investigated
the causal role of rIFC in goal-driven braking by using computer-controlled, event-related (chronometric), direct electrical stimulation
(DES). We compared the effects of rIFC stimulation on trials in which responses were made in the presence versus absence of a stopping-
goal (“Maybe Stop” [MS] vs “No Stop” [NS]). We show that DES of rIFC slowed down responses (compared with control-site stimulation)
and that rIFC stimulation induced more slowing when motor braking was required (MS) compared with when it was not (NS). Our results
strongly support a causal role of a rIFC-based network in inhibitory motor control. Importantly, the results extend this causal role beyond
externally driven stopping to goal-driven inhibitory control, which is a richer model of human self-control. These results also provide the
first demonstration of double-blind chronometric DES of human prefrontal cortex, and suggest that—in the case of rIFC—this could
lead to augmentation of motor braking.
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Introduction
The right inferior frontal cortex (rIFC) is critical for rapidly stop-
ping manual responses when a signal occurs (Aron et al., 2003;
Chambers et al., 2006; Verbruggen et al., 2010; Zandbelt et al.,
2013b), along with its associated functional and structurally con-
nected network (Aron et al., 2007; Neubert et al., 2010; Forst-
mann et al., 2012). Although externally triggered stopping is
occasionally required in everyday life, a more common require-
ment is to inhibit a motor tendency according to one’s goal. This
can be modeled by examining how people slow down when they
might have to stop. Indeed, the rIFC is active when subjects an-
ticipate that they might have to stop (Chikazoe et al., 2009; Jahfari
et al., 2010; Jahfari et al., 2012; Swann et al., 2013; Zandbelt et al.,
2013a), with the level of activation corresponding to the degree of
motor caution (Jahfari et al., 2010) and the timing of activation
corresponding tightly to the motor response (Swann et al., 2013).
Although these findings are consistent with rIFC having a braking
function (along with its network), causal evidence is required. To

establish a potential causal role for the rIFC (and/or its connected
network) in braking, we used direct-electrical stimulation (DES;
Lüders et al., 1995; Borchers et al., 2012; Filevich et al., 2012;
Desmurget et al., 2013). We implemented a novel computer-
controlled, double-blind stimulation paradigm in which a single
pair of DES pulses was time locked to impending movement and
functionally localized to rIFC.

We studied four subjects with subdural electrodes implanted
for electrocorticography (ECoG). First, in each subject, we local-
ized an rIFC electrode with an “inhibitory-control” ECoG signa-
ture during a stop-signal task (SST; Fig. 1A). We screened all
electrodes for typical stopping-related activity-patterns (i.e., an
increase in beta-band activity; Swann et al., 2009) and/or an in-
crease in gamma-band activity (Swann et al., 2012; 2013). All
subjects showed one or both of these signatures in an rIFC elec-
trode (Figs. 2, 3). This, along with an adjacent electrode (bipolar
configuration), was designated as the stimulation site for the
braking task, which consisted of alternating blocks of “Maybe
Stop” (MS) or “No Stop” (NS) trials (Fig. 1B). Based on a recent
study showing that rIFC is active around the motor response on
MS trials (Swann et al., 2013), we delivered stimulation using a
dynamic reaction time (RT) forecast in each condition. Stimula-
tion trials (STIM) and no stimulation trials (SHAM) were deliv-
ered alternately.

We predicted that rIFC stimulation would slow down re-
sponses compared with sham. In addition, we investigated the
difference in stimulation-induced slowing between the MS and
NS conditions. If stimulation only induces slowing in the MS
condition, this would imply that rIFC-induced braking is context
sensitive (Swann et al., 2013; Chiu and Aron, 2013), whereas if
stimulation induces slowing in both conditions, then rIFC exerts
its braking influence regardless of context. In addition, to estab-
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lish specificity to rIFC, we also performed
stimulation of a control site in the tempo-
ral lobe in a subset of patients.

Materials and Methods
Subjects. Four patients undergoing seizure
screening for intractable epilepsy volun-
teered to participate in the study. Two pa-
tients were right handed, one was left
handed, and one was ambidextrous (this pa-
tient used the left hand to perform the task).
Patients were 49, 42, 25, and 29 years of age.
Two patients were female and two were male.
The average IQ was 105.25 (range: 88 –118).
The study was approved by the ethics com-
mittees of the University of Texas (UT)
Houston Medical School (IRB #HSC-MS-
06-0385) and UCSD (#131444X).

Procedure. Each subject performed the stop-
signal (localizer) task first, during which ECoG
data were recorded from all available electrode
sites. The data were collected at UT Houston
and then sent to analysis at University of
California–San Diego. There, the data were
quickly analyzed for each channel individually
by a rater (J.R.W.) who was blind to the elec-
trode locations to pick an electrode with the
typical electrophysiological pattern observed
in the SST (greater stop-signal-locked beta-
band power before stop-signal reaction time
[SSRT] for successful compared with failed
Stop trials, Swann et al., 2009; increased
gamma-band activity for Stop trials, Swann et
al., 2012, 2013). Because an electrode selection
had to be made within 2–3 h after localizer data
collection, full-frequency event-related spec-
tral perturbation (ERSP) plots could not be ob-
tained for all channels to make a determination
of which electrode to stimulate. Therefore,
we opted to plot the average power over the
entire frequency band of interest (beta: 13–30 Hz; gamma: 30–200 Hz)
for both contrasts. The resulting plots on which the electrode selection was
based can be seen in Figure 2. The gamma signature was most prevalent.
Although only one patient showed the beta signature of interest when the
quick analysis was run, subsequent generation of full-spectrum beta plots
did reveal the typical beta signature for all patients (Figure 3 ).

The selection procedure resulted in 2–5 electrodes for each of the 4
patients. These electrode sites were then sent back to UT Houston, where
electrode locations were unblinded and 1 of the 2–5 preselected elec-
trodes was chosen based on proximity to rIFC. In all four subjects, at least
one of these electrodes lay completely within the caudal inferior frontal
gyrus, albeit at varying ventral/dorsal positions (Fig. 2). This slight vari-
ation in position is not unexpected given the considerable variation in
IFC anatomy between subjects and the fact that cytoarchitecture is not
well reflected by sulcal boundaries (Amunts et al., 1999). Because stim-
ulation was done in a bipolar manner, an adjacent electrode was selected
based on anatomical considerations based on proximity to rIFC.

In the two cases with temporal lobe control-site stimulation, the two
control-site electrodes were selected purely based on anatomical consid-
erations (for S2) or on anatomical considerations and the stop-task-
related electrophysiology (for S3; see Results for details).

Stimulation was then done for the braking task. In the patients with
control-site stimulation, stimulation sites alternated in a blockwise fash-
ion; that is, sites were switched every 50 trials of the task. This required
physically switching the connectors on the stimulator, obviating full
computer-controlled trial-by-trial randomization or alternation of stim-
ulation sites. However, we made sure that whereas the site selection was
done by the neurosurgeon (N.T.), the experiment was run by a separate

experimenter (C.R.C.) who was blind to which site was stimulated on
each block.

Localizer task (“stop signal”). At the beginning of each trial, a fixation
cross appeared in the center of the screen for 500 ms. Subsequently, a left-
or rightward arrow (Go stimulus) appeared on the screen. Subjects had
to respond as fast and accurately as possible with the dominant hand
(right hand in S1 and S3, left hand in S2 and S4) using the arrow keys on
a computer keyboard. Subjects had 1500 ms to respond to the Go stim-
ulus. Overall trial duration was fixed at 3000 ms, with unused time going
to the intertrial interval. On 33% of trials, a stop signal occurred (900 Hz
sine-wave tone, 250 ms duration) at a delay after the Go stimulus (stop-
signal delay [SSD]). The SSD was dynamically adjusted to achieve an
overall probability of stopping of 50%: In case of a successful stop, the
current SSD was prolonged by 50 ms; in case of a failed stop, it was
shortened by 50 ms. Individual SSD staircases were used for left- and
rightward Go stimuli. Before the ECoG recording session, a gauging
session (80 trials) was performed using the same paradigm to gain a
proper SSD estimate for the recording session. For this gauging session,
SSD was initially set to 200 ms. For the ECoG recording session, the SSD
estimates from the gauging session were used. In the ECoG recording
session, 300 trials were performed.

ECoG recordings. ECoG data were collected at 2000 Hz (bandwidth
0.1–750 Hz) using the NeuroPort recording system (Blackrock Micro-
systems). ECoG data were visually inspected for interictal epileptiform
discharges and electrical noise. Electrodes were referenced to a common
average of all electrodes except for those with 60 Hz noise or epileptiform
activity when initially referenced to an artificial 0 (Conner et al., 2011).
To avoid including any brain regions with potentially abnormal physiol-
ogy, all electrodes that showed interictal activity (spikes) or that were

Figure 1. A, Task diagram for the simple stop signal localizer. Subjects responded as fast and accurately as possible according to
the direction of arrows on the screen. On 33% of the trials, auditory stop signals appeared prompting the subjects to cancel their
response. The delay between the stimulus and the stop signals was dynamically adjusted to achieve a 50% rate of stopping. B, Task
diagram for the stimulation session with the MS/NS task. In the NS condition, subjects responded as fast and accurately as possible
according to the direction of arrows on the screen. In the MS condition, auditory stop signals appeared after 33% of the stimuli,
prompting them to cancel the response. The delay between the stimulus and the stop signals was dynamically adjusted to achieve
a 50% rate of stopping. MS/NS conditions changed every 10 trials.
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involved with seizure onset were excluded from all further analysis. All
electrodes with �10 dB of noise in the 60 Hz band were also excluded.

ECoG analysis. ECoG data were analyzed using custom scripts in
MATLAB 2010b (The MathWorks). After being imported into
MATLAB, the data were referenced by subtracting the average of all
nonspiking channels from each individual channel. The data were then
spliced into epochs ranging from �1000 to 3000 ms in relation to the
event in question (Go stimulus for the Go vs Stop comparison, stop
signal for the successful vs failed stop comparison). Artifacts were auto-
matically detected using kurtosis and epoch-data probability distribu-
tions. Cutoff values were �5 SD for both criteria. Analytic amplitudes for
both power bands (beta: 13–30 Hz; gamma: 30 –200 Hz) were generated
using the absolute values of a Hilbert transform of the band-pass-filtered
data (two-way least-squares finite impulse response filters). The values
were baseline corrected to a time period 500 ms before the Go signal.
These values were then averaged for each trial type individually and
plotted as the percent change compared with baseline to identify
stopping-related signatures. The resulting time series were filtered for
display purposes using a Savitzky-Golay polynomial least-squares filter
(second order, frame size: 255 samples).

The full-beta spectrum ERSP plots (Fig. 3)
were generated in a similar fashion: 20 linearly
spaced center frequencies ranging from 13 to
30 Hz were preprocessed individually as de-
scribed for the average-band power analyses
described above [i.e., the data were individu-
ally filtered around each of the center frequen-
cies (SD: 0.5 Hz), and then converted to
analytic amplitudes using the absolute values
of the Hilbert transform of the band-pass-
filtered data]. The z-transformed values were
tested for significance using a cluster-based
false discovery rate thresholding procedure
(cluster-threshold: p � 0.05; overall threshold:
p � 0.05).

Braking task (“MS/NS”). Subjects were in-
structed to perform a task similar to the local-
izer task (here called MS blocks), however, with
intermittent blocks of a simple Go task in
which no stop signals occurred (NS blocks).
MS/NS blocks changed every 10 trials and were
announced by an instruction screen displaying
the respective condition (Fig. 1B). In addition,
green (NS) and red (MS) squares around the
stimuli were displayed on the screen in every
block to remind subjects about the current
block condition they were in. For the
MS blocks, adaptive staircases were again used to
adjust the SSD online, with the initial estimate
carried over from the localizer session using the
simple stopping task. Trial timing was identical to
the localizer task. Subject S1 performed 400 trials
(no control site); subjects S2 and S3 performed
800 trials (400 per site; i.e., experimental and con-
trol site); subject S4 performed three separate ses-
sions on consecutive days (600, 800, and 800
trials). A break was given every 50 trials.

Stimulation. Stimulation was delivered on
Go trials in both the MS and NS condition us-
ing a Grass S88X with a stimulus isolation unit.
On each trial, stimulation consisted of two 500
ms, 10 mA balanced square-wave pulses with
an interpulse interval of 30 ms.

We used two different conditions with re-
gard to stimulation timing. One was time
locked to the appearance of the Go stimulus
(50 ms following the onset of the arrow) and
the other one was time locked to an online es-
timate closely preceding the time of expected
response emission. The stimulus-locked stim-

ulation time point was added in case the RT forecast for the response-
locked stimulation failed to generate enough valid trials. Because there
were enough response-locked trials and because our predictions derived
from a prior report pointing to response-locked activity (Swann et al.,
2013), the stimulus-locked stimulation is not discussed further. The RT
forecast for the response-locked stimulation condition was based on a
trial-by-trial update of MS/NS GoRT. We delivered stimulation 50 ms
(S1) or 100 ms (S2– 4) before that estimate. We changed from 50 to 100
ms after we realized that too many trials might be lost by stimulation
occurring after the button press given the inaccuracy in the RT fore-
casting method. The GoRT estimate was updated on every trial using
the last 10 valid Go trials in the respective condition. The average
stimulation times are shown in Table 1. Trials in which a response was
emitted before stimulation occurred were dismissed from further
analysis.

Stimulation timing conditions (no stimulation, stimulus-locked,
response-locked) alternated on a trial-by-trial basis (the order was un-
known to both subject and experimenter). Subject S1 only received
experimental-site stimulation over rIFC. In subjects S2 and S3, stimula-

Figure 2. ECoG data from the localizer SST in all four patients. Left, Electrode coverage for the individual patients and the
respective locations of the experimental and control sites (no control site in S1 and S4) that were stimulated in the second “braking”
task (MS/NS). The waveforms on the right depict average gamma/beta power for go trials (black), stop trials (red), successful stop
trials (blue), and failed stop trials (green) and were used for selection of the experimental site depicted on the left. The shaded areas
represent the SEM. The dotted box shows one or more classic stopping signatures for each subject. These plots were used to make
the electrode selection for the stimulation experiment.
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tion sites were switched during every break in the MS/NS experiment
(i.e., every 50 trials) between rIFC and control site. Subject S4 had a
temporal lobe control site in each session; however, because all sites were
subsequently resected because of pathology, data from these sites were
omitted.

RT analysis. For the localizer and MS/NS task, SSRTs were calculated
using the mean method (Verbruggen and Logan, 2009). For the MS/NS
task, RT change was quantified on a block-by-block basis by subtracting
mean GoRT on trials without stimulation (SHAM) from the mean GoRT
in the stimulation conditions (STIM) separately for each MS or NS con-
dition in each block (block refers to a block of 50 trials; subjects took a
break every 50 trials). This way, we ended up with a blockwise quantifi-
cation of slowing, with positive numbers indicating relative slowing (in
milliseconds) induced by stimulation and negative numbers indicating
stimulation-induced speeding. This RT change was averaged across
blocks and was statistically tested for deviations from zero (zero repre-
senting the null hypothesis of no change in RT induced by stimulation)
using group-label switching Monte Carlo analyses (10,000 iterations).

Results
Localizer task
All four subjects showed satisfactory behavioral performance
compared with other patient studies using the SST (Swann et al.,
2009) and compared with healthy population samples (i.e., rea-
sonably fast Go-trial RT, stopping probabilities �0.5, and stop-
signal reaction times between 150 and 300 ms; Table 1).

Braking task: individual subjects
All four subjects showed satisfactory behavioral performance
(Table 1), that is, slower MS than NS Go-trial RT, stopping prob-
abilities mostly �0.5; with one exception (subject S1; p � 0.65),
and stop-signal reaction times very consistent with the localizer;
with the same exception (S1). Error rates were very low and did
not increase in the stimulation compared with the sham condi-
tion (Table 2).

In S1, rIFC stimulation induced slowing in the MS condition
(76 ms, p � 0.0001; all p-values two-sided unless otherwise spec-
ified), as well as the NS condition (30 ms, p � 0.01), suggesting

that rIFC stimulation enhances braking in general. However,
slowing was much more pronounced in the MS than in the NS
condition (p � 0.05; Fig. 4). To establish spatial specificity of this
effect to the rIFC, for the next two subjects, stimulation alter-
nated in a blockwise fashion every 50 trials between rIFC and a
control site in lateral anterotemporal cortex.

In S2, a Monte Carlo ANOVA was performed for the factors
CONDITION (MS vs NS) and SITE (rIFC vs control). There was
a main effect of CONDITION (p � 0.01), no main effect of SITE
(p � 0.5), and a marginally significant CONDITION � SITE
interaction (p � 0.1). For MS trials, stimulation at rIFC induced
slowing (159 ms, p � 0.0001), but not for NS trials (p � 0.4), and
this difference was significant (p � 0.01). Against expectations,
however, stimulation of the control site did induce slowing in
both task conditions as well (MS: 89 ms, p � 0.05, NS: 62 ms, p �
0.05). Furthermore, slowing was not significantly increased for
rIFC compared with the control site in either the MS (although
this was a 70 ms difference, p � 0.2, two-sided) or NS condition
(32 ms, p � 0.3). This discrepant pattern at the control site was
clarified by further analysis: The control site had stopping-related
ECoG localizer activity (Fig. 5), suggesting that it may have been
activated by the auditory stop signal and may thus be connected
to the stopping network. Although the control site was some
distance from primary auditory cortex, fMRI studies do show
that wider temporal cortex is activated when stop signals are
presented in the auditory domain (Aron and Poldrack, 2006).
Therefore, we collected data from S3 after verifying that the con-
trol site did not show any stopping-related localizer activity.

In S3, ANOVA revealed a main effect of SITE (p � 0.01), no
main effect of CONDITION (p � 0.3), and, importantly, a sig-
nificant CONDITION � SITE interaction (p � 0.01). For MS
trials, and replicating S1 and S2, rIFC stimulation induced slow-
ing (74 ms, p � 0.0001). Importantly, there was no slowing at the
control site (3 ms, p � 0.9) and, moreover, the slowing was
greater for rIFC versus control site (71 ms, p � 0.01). For NS
trials, there was also slowing, now at both sites (experimental: 23
ms, p � 0.05, control: 29 ms, p � 0.0001); however, there was no
significant difference between sites (6 ms, p � 0.6). Again, slow-
ing was greater for MS than NS in rIFC (p � 0.01), but now,
importantly, not the control site (n.s.).

In S4, we tested the within-subject reliability of stimulation-
induced slowing by running three separate stimulation sessions
on different days. Because much of temporal cortex was resected
due to epileptiform activity, there was no valid control site.
Again, rIFC stimulation induced slowing in the MS condition
and this was very stable across sessions (Session 1: 69 ms, p �
0.01; Session 2: 73 ms; p � 0.05, one-sided; Session 3: 69 ms, p �
0.05). There was no stimulation-induced slowing for the NS con-
dition in any session (Session 1: 14 ms, p � 0.2; Session 2: 18 ms,
p � 0.1; Session 3: �1 ms, p � 0.9). Again, slowing was greater for
MS vs NS, stably across sessions (Session 1: p � 0.001; Session 2:
p � 0.01; Session 3: p � 0.001; Fig. 6).

Braking task: further analysis
Although our data are consistent with stimulation augmenting a
rIFC-mediated, context-dependent brake (i.e., stimulation in-
duced more slowing for MS than NS), it is possible that such
stimulation merely altered the Go process somehow more for MS
than NS given that there was already a baseline RT difference (i.e.,
in the absence of stimulation) between these conditions. Accord-
ingly, we performed a new analysis in which the stimulation-
induced RT effects were normalized by the baseline RT in each
MS or NS condition; that is, we calculated 100*(MS_Stim �

Figure 3. Full beta-spectrum ECoG data from the localizer SST in all four patients. Because
only one subject showed the beta signature of interest in the rapidly generated plots in Figure 2
(required for selection during patient testing), we subsequently computed the full-spectrum
beta ERSP plots for the successful versus failed stop trial comparison time locked to the stop
signal (S). The figures show one of the two bipolar experimental stimulation sites (Fig. 2) that
had the most clear-cut signature. The upper plots for each patient show the ERSP z-values for
the contrast (successful minus failed stop trials), the lower plots denote FDR-corrected signifi-
cance at p � 0.05 with a cluster threshold of p � 0.05. Red denotes significant clusters, blue
areas are nonsignificant.
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MS_Sham)/MS_Sham and 100*(NS_Stim � NS_Sham)/NS_Sham,
respectively, instead of the initial quantification of MS_
Stim � MS_Sham and NS_Stim � NS_Sham. We then tested
these percentage changes in stimulation-induced RT differ-
ences between MS and NS for significance as we did for the
initial analysis.

Stimulation-induced differences in braking were still numer-
ically greater in the MS compared with the NS condition in all six
sessions (S1, S2, S3, and all three sessions for S4), as for the initial
analysis. These effects remained significant in 4 of 6 of the ses-
sions, but not in S1 (p � 0.51) and not in Session 2 of S4 (p �
0.18, Table 3). Perhaps unsurprisingly, these were the two ses-
sions with the largest nonstimulation MS vs NS differences; that

is, the sessions in which subjects already
exerted the most motor caution in the ab-
sence of stimulation. This raises the inter-
esting prospect that if a subject already
brakes to a large amount, stimulation will
not induce a large amount of additional
slowing, yet if only a minor amount of
motor caution is exerted to begin with,
stimulation will have larger effects. Cru-
cially, this predicts a negative correlation
between the amount of stimulation-
induced MS versus NS slowing as quanti-
fied by the percent-change measurement
described above and the braking exerted
by the subjects in the absence of stimula-
tion (the MS vs NS RT difference in the
sham condition). We tested this correla-
tion across the six sessions and indeed
found a highly negative correlation (r �
�0.94, p � 0.0167, Spearman correla-
tion; Fig. 7).

Discussion
For each of four subjects, we localized an
rIFC site having an electrophysiological
signature of inhibitory control for out-
right stopping and then, in a subsequent
session, we electrically stimulated that site
during a braking task. In all subjects, rIFC

Figure 4. Stimulation-induced RT slowing for subjects S1–S3. Bars represent average of stimulation-induced changes in RT (go trial RT
on stimulation trials minus go trial RT on sham trials quantified for each block of 50 trials individually and subsequently averaged for each
subject). Zero represents no change in RT induced by stimulation; positive values indicate slowing and negative values indicate speeding.
Significance stars are color coded according to hypotheses and result from randomized group-label switching Monte Carlo simulated t tests.

Table 1. Behavioral data from the two tasks

Localizer task (SST)

Correct Go RT (ms) Direction errors (%) Omission errors (%) FSRT (ms) p(inh) % SSD (ms) SSRT (ms)

S1 590 0.4 0 486 48.3 346 243
S2 721 0.9 1.4 568 49.4 436 285
S3 780 0 0.9 638 50 577 203
S4 901 0 2.5 766 52.7 745 156

Stimulation task (MS/NS)

Correct Go RT
(ms)

Stimulation
timing* (ms)

Direction errors
(%)

Omission errors
(%)

FSRT (ms)
MS

p(inh) (%)
MS

SSD (ms)
MS

SSRT (ms)
MSCondition MS NS MS NS MS NS MS NS

S1 880 513 738 429 0.0 0.0 1.9 0.0 789 65 558 323
S2 801 666 582 497 2.2 0.0 1.1 0.0 725 48 555 246
S3 674 512 559 402 0.0 0.8 0.0 1.6 595 50 485 189
S4 (day 1) 755 470 624 345 0.0 0.0 0.0 0.0 673 51 583 172
S4 (day 2) 870 455 702 335 0.0 0.0 0.0 0.0 742 51 691 179
S4 (day 3) 631 473 479 345 0.0 1.5 0.0 0.0 543 48 454 177

FSRT, Failed stop trial reaction time.

*Average stimulation time that depended on the trial-by-trial forecast of GoRT.

Table 2. Absolute number of direction errors (wrong key press in response to the go
signal) on go trials in the MS/NS experiment listed per task condition and
stimulation condition

Stimulation
condition

Direction errors (number)

STIM SHAM

MS NS MS NS

S1 0 0 0 0
S2 1 1 2 0
S3 0 1 0 1
S4 (day 1) 0 0 0 0
S4 (day 2) 0 1 0 0
S4 (day 3) 0 1 2 2

Stimulation did not elicit a higher number of direction errors. STIM, Stimulation; SHAM, no stimulation.
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stimulation slowed down responding, and more so in the braking
(MS) than nonbraking (NS) context. Critically, in S3, in whom
the control site was not connected to the “stopping network,”
stopping-network, rIFC stimulation increased braking more
than control-site stimulation (S2 showed the same numerical
pattern). Stimulation-induced slowing for rIFC was highly reli-
able across and within subjects (Figs. 4, 6). This is the first dem-
onstration of behavioral change induced by a single pair of
prefrontal DES pulses time locked to ongoing behavior in hu-
mans. Moreover, this was done in double-blind fashion (neither
the experimenter nor the patient was aware of whether stimula-
tion was delivered on a given trial or not, or which site was being
stimulated) using a functionally localized experimental site, a
control site, and computer-controlled stimulation with millisec-
ond precision.

Stimulation elongated RT in the braking context (MS) more
than in the nonbraking context (NS).
Given that the timing of stimulation was
more than half a second after the Go stim-
ulus and temporally much closer to the
movement, this is not consistent with a
disruption of the decision process (of
which button to press); also, we note that
stimulation did not affect accuracy (Table
2). It is also unlikely that rIFC stimulation
merely affected motor initiation because,
again, slowing was greater for MS than NS
(when there was initiation in both condi-
tions) and this remained true in four of six
sessions even when taking into account
the baseline (nonstimulation) slowing.
There was also a striking correlation:
stimulation induced greater slowing for
those subjects who did not slow down
much without stimulation. This is evi-
dence against stimulation merely interfer-
ing with the movement itself and is more
consistent with an augmentation of an en-
dogenously activated brake provided that it is not already maxi-
mally engaged (i.e., we suppose that the rIFC-based braking
system was maximally active at non-stimulation baseline in some
patients, and DES could not affect it—a form of saturation). One
might wonder whether rIFC stimulation disrupted the release of
a brake rather than augmenting a brake. However, that account
does not explain the fact that rIFC is more active for successful
than failed outright stopping in this and another study before
SSRT (Swann et al., 2009) and that the rIFC is critical for outright
stopping (Aron et al., 2003; Chambers et al., 2006). Instead, we
argue that rIFC stimulation enhanced a rIFC-mediated brake.

Our results are relevant to debates about rIFC’s role in inhib-
itory control. By showing that artificially activating a node of the
brain’s stopping network slows down responding without an ex-
plicit stop signal, the results argue against the view that the rIFC is
merely an attentional/salience detector (Hampshire et al., 2010;
Sharp et al., 2010) because here it was causally important for a
form of inhibitory control even in the absence of any signal. Our
results are also inconsistent with the view that rIFC is merely an
attentional/contextual monitor (Stuss and Alexander, 2007; Mu-
nakata et al., 2011; Chatham et al., 2012). Although stimulation
of an attentional monitor would lead to a better or worse detec-
tion of a stop signal on Stop trials, here we are only examining RT
on Go trials. We cannot see how altering an attentional monitor
would affect Go trial RTs unless that monitor is tightly coupled

with an inhibitory control system. Therefore, although this does
not rule out the possibility that rIFC is involved in both atten-
tional monitoring and motor inhibition, it refutes the “pure”
attentional monitoring account. What also refutes this account is
the observation that rIFC ECoG activity tracked the time of the
response much better than the estimated time of the stop signal,
which is consistent with a brake (Swann et al., 2013). Together,
these results argue for the view that rIFC is tightly integrated
within a network for inhibitory control of action tendencies,
which can lead to braking, motor pauses, or indeed outright stop-
ping (Aron et al., 2004; Chambers et al., 2009; Neubert et al.,
2010; Levy and Wagner, 2011; Wiecki and Frank, 2013). Al-
though rIFC is integrated with presupplementary motor area and
the subthalamic nucleus (STN) for outright stopping, it is not yet
clear how rIFC implements the putative braking function via a
wider network; this could be via striatum, STN, or premotor
cortex/M1.

Our results also show how DES can provide key information
about the causal role of brain networks in human cognitive func-
tion. One other potential method to test a causal role is transcra-
nial magnetic stimulation (TMS). There have been several studies
using TMS with stopping paradigms (Chambers et al., 2006;
Chambers et al., 2007; Verbruggen et al., 2010); however, these
were offline stimulation, not event related, and they did not so
much investigate braking as outright stopping. This is a crucial

Figure 5. The temporal lobe control site in S2 showed enlarged gamma-band activity on
stop trials compared with go trials after the stop signal presentation (potentially due to auditory
processing of the stop signal).

Figure 6. Stimulation-induced RT slowing in S4 is stable across sessions. See Figure 4 legend for figure information.
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distinction because a causal implication of rIFC in braking im-
plies that it can be recruited by endogenously triggered control
(intentions) rather than merely by external stop signals. DES pro-
vides some notable methodological advances compared with
TMS. To provide appropriate temporal resolution, TMS would
have to be done concurrent with task performance (i.e., event-
related). However, event-related TMS of rIFC at a level sufficient
to affect behavior is very uncomfortable given the proximity of
facial muscles. It is also difficult for such TMS studies to reach our
current standard of fully double-blind experimental control. This
is because facial sensation is generated by such TMS, making
sham stimulation difficult. Further, the experimenter has to
physically hold a coil at the stimulation location, which also
makes control-site blinding difficult. Another difference between
our form of DES and TMS is that the latter has a mass action effect
that usually results in disruption rather than facilitation of behav-
ior, whereas here the event-related DES appears to be facilitatory.
We used a novel form of DES that overcomes the limitations of
standard DES, which typically entails high-frequency (60 Hz)

stimulation for durations �1 s and often lacks double-blinding
and other experimental controls (Borchers et al., 2012; Filevich et
al., 2012). In short, we have exploited the merits of DES over TMS
in the current paradigm to provide a fully double-blinded, sham-
and location-controlled demonstration of the rIFC’s role in brak-
ing. However, we note that DES is invasive and used exclusively
on populations with neurological conditions. We regard the cur-
rent results as a starting point for further experiments, including
using various forms of TMS in healthy subject populations.

We delivered stimulation at rIFC in each subject and, in some
subjects, we compared it with control-site stimulation in the tem-
poral lobe. We did not, however, compare rIFC stimulation with
many other possible prefrontal and premotor stimulation sites
because it is impractical for patients to participate in more stim-
ulation conditions. However, several considerations do suggest
the likely specificity to the rIFC. First, we functionally localized a
rIFC region based on a stop-signal electrophysiological signature
of inhibitory control (gamma or beta power increase). Such out-
right stopping signatures are mostly seen in the posterior rIFC/
premotor region (Swann et al., 2009, 2012) and not widely
throughout lateral prefrontal cortex (also see fMRI meta-analysis
by Levy and Wagner, 2011). Second, our observation of a striking
effect of stimulation at loci that elicit an inhibitory control signa-
ture is also consistent with a study in monkeys (Sasaki et al.,
1989). In that study, Sasaki et al. performed a much wider
stimulation mapping of lateral prefrontal cortex, showing that
stimulation of loci with an electrophysiological signature of
inhibitory control (and not other regions without such a signa-
ture) was most effective in delaying or canceling behavior. Re-
garding specificity, one might wonder if our stimulation had its
effects via general current spread rather than a specific effect at
rIFC. Although stimulation does produce evoked responses in
adjacent regions of cortex (Borchers et al., 2012), it is unlikely
that those evoked responses themselves are systematic and strong
enough, across subjects, to produce the same amount of elonga-
tion of RT that we found here, especially in the MS condition. A
recent review (Desmurget et al., 2013) made a compelling case
that DES effects on behavior do not merely reflect an anarchic
spread of current. A final consideration in favor of a specific effect
at rIFC is that rIFC stimulation produced a significantly larger RT
slowing for MS trials compared with NS trials in all subjects and
sessions. Such MS trials are known to activate rIFC compared

Table 3. Comparison of the differential effects of stimulation on MS versus NS trials for the two different methods of quantification (raw-stimulation-induced RT difference
versus percent change)

S1 S2 S3 S4 (day 1) S4 (day 2) S4 (day 3)

Diff p Diff p Diff p Diff p Diff p Diff p

rIFC
Raw RT 45.79 0.04 128.96 0.01 73.76 0.00 54.68 0.01 55.04 0.01 70.23 0.00
% 2.17 0.51 14.63 0.03 7.00 0.02 6.01 0.05 4.45 0.18 10.42 0.01

Control
Raw RT 27.48 0.51 2.54 0.92
% 1.58 0.80 �4.30 0.15

ANOVA
Site

Raw RT 0.53 0.01
% 0.86 0.04

MSNS
Raw RT 0.01 0.36
% 0.05 0.54

Inter.
Raw RT 0.10 0.00
% 0.13 0.01

Diff, Differential effect of stimulation.

Figure 7. The less subjects slowed down in the absence of stimulation, the more braking was
induced by rIFC-stimulation. The correlation is between the amount of stimulation-induced
context-dependent (MS vs NS) braking (normalized to percent change from NS GoRT without
stimulation) and the amount of context-dependent (MS vs NS) braking as implemented by the
subjects in the absence of stimulation.
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with NS trials and they do so in a rather locally specific manner
(including rIFC and middle frontal gyrus) in both ECoG and
fMRI (Swann et al., 2012, 2013), with activity peaking around the
time we stimulated in the current experiment (Swann et al.,
2013). Therefore, the behavioral effects of stimulation seen here
are likely specific to rIFC itself and would probably not occur
with stimulation of other prefrontal regions, but this is a topic for
future investigation.

In summary, using a novel application of DES with double-
blind control and precise task-based stimulation, we provide
causal evidence for a rIFC-mediated braking function. This ar-
gues strongly for classic views that lateral prefrontal cortex is
important for implementing inhibitory action control (Iversen
and Mishkin, 1970; Sasaki et al., 1989; Dias et al., 1996; Fuster,
1997; Knight et al., 1999) and against the view that rIFC is merely
an attentional detector/monitor (Stuss and Alexander, 2007; Mu-
nakata et al., 2011; Chatham et al., 2012). The findings also ex-
tend this inhibitory control function beyond externally driven
action cancellation to forms of self-control that are internally
generated according to an individual’s goals (Brass and Haggard,
2007; Aron, 2011). This may help to explain why this brain system
has been implicated in various disorders of impulse control that
are not simply characterized by deficits of phasic stimulus-driven
inhibitory control, but which might instead involve internally
generated control, done partially or completely, and perhaps re-
peatedly over a tonic interval in relation to urges (Robbins, 2007;
Chambers et al., 2009; Marsh et al., 2009; Berman et al., 2012;
Whelan et al., 2012). The results also provide key insights into the
parameters for electrical stimulation in human prefrontal cortex
that influence cognitive control (Pesaran et al., 2006).
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